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ABSTRACT
Online instructional videos are ubiquitous, but it is difficult for instructors to gauge learners’ experience and their level of comprehension or confusion regarding the lecture video. Moreover, learners watching the videos may become disengaged or fail to reflect and construct their own understanding. This paper explores instructor and learner perceptions of in-video prompting where learners answer reflective questions while watching videos. We conducted two studies with crowd workers to understand the effect of prompting in general, and the effect of different prompting strategies on both learners and instructors. Results show that some learners found prompts to be useful checkpoints for reflection, while others found them distracting. Instructors reported the collected responses to be generally more specific than what they have usually collected. Also, different prompting strategies had different effects on the learning experience and the usefulness of responses as feedback.

ACM Classification Keywords
K.3.1. Computer Uses in Education

Author Keywords
Online Education; In-Video Prompting; MOOC; Reflection; Feedback; Learners; Instructors.

INTRODUCTION
In online learning environments, an important task for instructors is to inspect learners’ level of comprehension and learning experience regarding their lecture videos. Such inspection enables instructors to gain insights into what to teach and how to teach in future instruction. Online learning platforms such as Coursera and edX collect data from multiple sources and provide dashboard interfaces for instructors to support this task. Available data streams include video clickstream logs, responses to in-video quizzes, submissions for assignments and exams, platform interaction data, discussion forum posts, and course reviews.
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Research shows that learner-generated data such as artifacts in discussion forums and learner surveys are important in monitoring online courses [20] and preparing future iterations of the course [27]. Discussion forums and review websites are popular communication channels where learners share their comprehension and evaluation of the course. Through discussion forums, instructors can check how learners understand concepts and correct misconceptions by intervening in discussions among learners [15]. Review websites address various dimensions of a course, such as the level of difficulty, quality of contents, and instruction delivery. From these channels, instructors can assess how learners perceive their material and course design, which could serve as useful feedback.

However, existing channels for collecting learners’ responses and input are insufficient as a source of feedback. Posts on discussion forums could give insights into the level of comprehension, but only a small portion of learners participate in the discussion forums [3]. Posts on review websites capture subjective learning experiences, but their granularity is at the course level, which is not specific enough for instructors to identify which specific parts of the lecture need to be improved.

To address these challenges, we investigate in-video prompting as a channel for collecting learners’ feedback on lecture
Table 1: The design space of in-video prompting questions, segmented by comprehension-experience orientation and the level of specificity. Comprehension-centered/Experience-centered questions ask about learners’ comprehension and learning experience. General/Specific questions determine whether the questions refer to lecture content or not. Table 1a shows example questions for each prompting strategy, and Table 1b shows sample responses for each prompting condition.

<table>
<thead>
<tr>
<th></th>
<th>Comprehension-centered</th>
<th>Experience-centered</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Describe what you have learned so far.</td>
<td>Describe something unsatisfying about the lecture so far.</td>
</tr>
<tr>
<td>Specific</td>
<td>Describe how to calculate the standard deviation. You may assume you want to calculate the standard deviation of five numbers.</td>
<td>Describe something unsatisfying about calculating the standard deviation. You can consider how clear the explanation was, how fast the explanation was, and what information was missing.</td>
</tr>
</tbody>
</table>

(a) Sample questions for each prompting condition.

<table>
<thead>
<tr>
<th></th>
<th>Comprehension-centered</th>
<th>Experience-centered</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Population standard deviation and how it is calculated and what it means if it is a larger number.</td>
<td>The instructor’s handwriting is a little bad.</td>
</tr>
<tr>
<td>Specific</td>
<td>The standard deviation is calculated by taking the square root of the variance.</td>
<td>Explanation of change from squared units to units was slightly too fast.</td>
</tr>
</tbody>
</table>

(b) Sample responses to each question presented in Table 1a, submitted by crowd workers in our study.

videos while minimizing disruption in learners’ experience. In-video prompting presents reflective questions to learners while they are watching the video, in order to get specific comments on their level of comprehension or learning experience. Figure 1 shows an example video learning interface equipped with in-video prompting. Unique properties of in-video prompting are that (1) all learners who watch the video encounter the prompts, which is likely to yield a high response rate, (2) prompting at an inopportune time might distract learners from learning, and (3) since the prompts are given in the middle of learners’ video watching session, they can ask specific questions to learners about the material just covered in the video.

Little research has investigated the effect of in-video prompting and its design space. A common type of in-video prompting is in-video quizzes [13], which are commonly multiple choice questions or short-answer questions that pop up during playback to maintain engagement and check understanding. But the types of possible in-video prompts are not limited to quizzes. For example, they could allow a more detailed insight into learners’ interpretation of video content. Also, carefully designed prompts could enhance learning, as research shows that reflective prompts improve learning outcomes [5, 24].

The design of questions used for prompting is important in determining the type and quality of comments that instructors collect and students’ learning experience. Depending on what goal the instructor wishes to achieve with in-video prompting, questions could focus on either revealing learners’ level of comprehension, or understanding their subjective learning experience. As the learning experience is affected by the questions, we also need to understand how learners perceive in-video prompting. To understand the effect of in-video prompting on both learners and instructors, we pose the following research questions:

- RQ1. What are learners’ perceptions of in-video prompting?
- RQ2. How do different in-video prompting strategies affect the learning experience?
- RQ3. How useful are learner responses to in-video prompts as feedback to instructors?

We focus on two dimensions in exploring the design space of in-video prompting: the type of information collected from learners, and the specificity of the question. Table 1a illustrates the combinations of these two dimensions (the comprehension-experience orientation and the level of specificity) with example questions. The comprehension-experience orientation represents which information learners need to submit: comprehension-centered questions ask about the level of comprehension, while experience-centered questions ask about the learning experience. The level of specificity represents whether the questions refer to lecture content or not. General questions prompt for reflection on the lecture content without referencing specific context, whereas specific questions ask about the lecture content in detail. Table 1b shows examples of learner responses for each prompting questions.

To answer the three research questions, we conducted a series of studies and interviews. To understand the learners’ perspective, we conducted two studies with crowd workers to explore both the effect of prompting in general (RQ1) and the
effect of different prompting strategies (RQ2). We collected open-ended responses about the pros and cons of prompting from learners and found evidence that learners generally prefer comprehension-centered prompting to experience-centered prompting. We conducted interviews with instructors and instructional designers to understand the usefulness of the collected learner responses as feedback on how the learners were doing, and if the course iterations needed change (RQ3). It turns out that collected responses are generally more specific than what they have usually collected. Instructors found responses to experience-centered questions provided more actionable feedback than those from comprehension-centered questions. Instructional designers provided insights into designing better prompting strategies.

The contributions of this paper are as follows:

- Results from a study on learners’ perception of in-video prompting, organized into a list of pros and cons.
- Results from a study on learners’ perception of four different prompting strategies, which span general versus specific, and comprehension-centered versus experience-centered.
- Results from interviews with instructors and instructional designers about the usefulness of learner responses as feedback on lecture videos.

The rest of paper is organized as follows. First, we survey related work. Second, we present instructor perspectives on learner feedback on lectures. Third, we present two studies designed to understand how in-video prompting affects learners. Fourth, we report results from interviews with instructors and instructor designers to understand how learner responses to in-video prompting serve as feedback. Finally, we conclude with the discussion of the effect of in-video prompting.

RELATED WORK
In-video prompting involves promoting learner reflection and providing feedback to instructors. We briefly review prior research on these topics, such as methods for collecting feedback in both offline and online settings and the effect of reflective prompting on learners.

Utilizing Learners’ Interaction Data
Existing online learning platforms have been collecting learners’ interaction data in both passive and active ways. Clickstream and in-video dropout data are passively collected in that the data is naturally collected regardless of learners’ intention. Although research has investigated presenting [11] and analyzing passive data [4, 26], the conclusions that can be drawn are limited as feedback because users’ true intentions behind traces are unknown. Forum posts are actively collected in that learners explicitly give the data to the platforms. Agrawal et al. [1] and Wen et al. [22] have investigated analyzing discussion forum posts to get meaningful insights from them. The granularity of forum posts is at the course-level, which makes it hard for instructors to figure out which specific parts of the lecture need to be improved. Singh et al. [19] and Lee et al. [14] facilitate discussion among learners within a lecture video. Although instructors can get more specific learner comments, it has limitation as feedback in that instructors cannot control the types of learner comments. In this paper, we explore in-video prompting, which yields specific and controlled learner comments, as a channel for collecting more useful feedback.

Providing Feedback on Online Lecture Videos
Vidcrit [17] supports asynchronous video review and sharing feedback on videos, but is designed for reviewers who indicate problems or offer suggestions, not for learners. Mudslide [9] attempts to collect spatially contextualized ‘muddy’ points in a video with specific explanations, which enables instructors to figure out the common points of confusion with reasons. We see Mudslide as a case of in-video prompting, which uses spatial anchoring at the end of the video as its prompt. In this work, we aim to understand the effect of in-video prompting broadly by exploring two specific design dimensions described in Table 1a.

Collecting Qualitative Comments in Offline Classroom
In a physical classroom, classroom assessment techniques (CAT) can be used to collect qualitative comments [8]. A technique described in CAT is called One-Minute paper, which asks questions to students at the end of the class. The questions include “What are the most important concepts you have learned today?” , and “What are the most confusing points?”. It not only provides students with a better learning experience [21] and higher scores on tests for some cases [7], but also enables instructors to improve teaching with formative evaluation. Our work seeks to explore the design space of in-video prompting and to help design effective online prompts that provide benefits to both learners and instructors like the One-Minute paper.

Effect of Reflective Prompting on Students
Many studies have demonstrated that students can learn more when they are prompted to explain the meaning of what they are learning. For example, prompting students to explain what they understand from biology texts enhances the accuracy of students’ mental models about the circulatory system, arguably by helping students generate inferences and spot gaps in their understanding [5]. Williams et al. [24] suggest that explaining why a fact is true drives learners to discover underlying patterns or principles. On the other hand, there are many known cases where prompts to reflect do not enhance learning, and many more that are likely unreported. There are even cases where prompts to reflect can hurt learning, by causing learners to overgeneralize [25], ignore details [23], or rely on incorrect prior knowledge rather than observed facts [6]. These contradictory findings underscore the importance of exploring the design space of how prompts to reflect impact learners. In particular, it is important to understand the strengths and weaknesses of different kinds of prompting strategies, and how these are perceived by learners.

In the context of learning online video, platforms like Course- era allow instructors to insert in-video multiple choice quizzes. While there have been studies of how they affect learners’ video navigation [13], there is less evidence about the causal impact on learning. In addition, in-video quizzes must be
designed for the specific content of a video, while work on reflective prompting tends to use general prompts that aren’t tied to specific content. There has been relatively little research on the effects of adding general prompts to online videos, as existing work focuses more on different formats of video presentation [16]. In addition, educational studies of prompting have focused more on learning outcomes than on learners’ subjective experiences. And as most studies of prompting have been conducted in laboratory settings or physical classrooms, little is known about what instructors might learn by being able to rapidly view students’ responses to prompts. In this work, we attempt to fill this gap in literature.

INSTRUCTOR PERSPECTIVES ON LEARNER FEEDBACK ON LECTURE VIDEOS
To better understand instructors’ perspectives on learner feedback on lecture videos, we conducted interviews with three instructors on campus and a web-based survey with five MOOC instructors outside of campus. We aimed to understand (1) what learner feedback instructors collect in their current practice, and (2) how useful learner feedback is in improving instruction. Among the interviewees, one instructor had experience in teaching a MOOC, and two instructors had experience in the flipped classroom method. Each interview session took about an hour, and the expected completion time for the survey was 15 minutes. We summarize the main findings below.

Lack of learner comments. Instructors reported having few learner comments to work with in the first place. In the interview, the MOOC instructor said there were approximately 10 questions per each video. The flipped classroom instructors pointed out that they do not typically ask for feedback because students tend to passively consume the lecture video and they did not expect students to be willing to provide useful comments.

Lack of Specificity. Even in the context where learners leave comments in forums, instructors responded that the comments are not specific enough to understand what causes the confusion or problem. Two of the survey respondents expressed that they would like to receive comments specifically anchored to the lecture content, such as “I would like more examples of this algorithm”, and “How do Japan and China name Japanese invasions of Korea described in slide 17?”. One of the survey respondents expressed the need for feedback on her instruction delivery, such as the tone of speech and sentence length.

From the interviews and the survey, we confirmed that there are few learner comments, and the comments are generally not specific enough to be used as feedback. We anticipate that in-video prompting can address these challenges by actively asking questions while learners are watching lecture videos. However, it is hard for learners to provide a large amount of specific feedback. Questions that drive our investigation in in-video prompting include: How should we design questions in prompts to collect useful feedback? What is the effect of prompting on the learning experience? How distracting is it for learners to answer the questions while watching a video? How useful are the collected responses as feedback to instructors? To answer these questions, we conducted a series of studies.

INVESTIGATING IN-VIDEO PROMPTING
We aim to understand the effect of in-video prompting on both learners and instructors. Our investigation is organized as follows. We first present two studies designed to understand the effect of in-video prompting on learners. Then we consider the usefulness of collected responses as feedback from instructors’ view as well as from instructional designers’ view. Finally, we wrap up the studies by discussing the complexity of considering viewpoints of multiple stakeholders when designing prompting strategies.

We conducted two studies to understand the effect of in-video prompting on learners. The first study explored learners’ qualitative experience of receiving in-video prompts. Learners watched videos with and without reflective prompts, and answered open-ended questions about their experience. The second study investigated how the type of prompt might influence learners’ perceptions, comparing specific versus general prompts, and prompts focused on comprehension versus sharing one’s experience with the instructor. The second study also collected quantitative measures of learners’ experience.

Learners received prompts to reflect at the beginning, middle, and end of each video. Prompts at the beginning could prepare people for learning [18], prompts in the middle can maintain engagement with mid-video prompts, and prompts at the end can help in review the material as a whole [10].

STUDY 1. LEARNER PERCEPTIONS OF PROMPTING
The objective of the first study was to gain a qualitative understanding of how learners perceive the addition of in-video reflective prompts, by asking them to compare learning experiences with and without prompts.

Study Design & Procedure
Participants watched two 8 minute lecture videos, one with reflective prompts, and one without any prompts. The videos were from Khan Academy, titled “Population standard deviation” and “Logarithms”, respectively. The order of presentation and pairing of prompting condition with topic were counterbalanced.

After participants watched both videos, they were asked open-ended questions about their experience in either condition, to compare their experience with respect to enjoyment, cognitive goal, and the perceived benefits to learning. The prompting condition was counterbalanced over all four prompting strategies (see Table 1a), which we discuss in more depth in Study 2.

Participants
We recruited 100 participants (55 male, mean age 35.1) on Amazon Mechanical Turk, paying $6 for an hour-long study. Recruiting crowd workers enables us to (1) obtain a more general population compared to lab settings and (2) have greater experimental control to collect more extensive data about learning experiences, even though the motivation and background knowledge of crowd workers may be different from those of learners in online learning platforms.

1 We also administered pretests and posttests to measure learning, but did not see significant effects.
Table 2: Main pros and cons of in-video prompting from learners’ perspective (number of mentions in parenthesis)

<table>
<thead>
<tr>
<th></th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration</td>
<td>- Enhance learners’ concentration. (42)</td>
<td>- Distract from the learning process. (59)</td>
</tr>
<tr>
<td>Learning process</td>
<td>- Encourage reflection. (57)</td>
<td>- Provide no feedback on responses. (9)</td>
</tr>
<tr>
<td></td>
<td>- Split the lecture into small pieces. (16)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Help grasp key concepts. (10)</td>
<td></td>
</tr>
<tr>
<td>Emotional responses</td>
<td>- Provide interactivity. (5)</td>
<td>- Cause anxiety. (17)</td>
</tr>
</tbody>
</table>

Qualitative Results

To analyze participants’ comments, we first separated comments consisting of more than one point into multiple comments so that each comment contains only one idea. We then categorized each comment into two groups based on whether it was positive or negative. Out of 231 comments, 130 were positive and 101 were negative. For comments in each group, one researcher conducted open coding to categorize each response. Afterwards, another researcher verified the coded labels and resolved conflicts with discussion. Table 2 describes the reported pros and cons of in-video prompting from learners’ perspective. The extracted categories of participants’ comments are as follows:

Enhance learners’ concentration. Prompting encourages learners to pay more attention to the video. Responding to the question ensures that learners are on the right track, which makes learners more engaged. A participant mentioned, “the prompts gave me a good attention check to make sure I understood what was being discussed.”

Encourage reflection. Prompting asks learners to reflect what they have learned. It reinforces the knowledge, which leads to a better learning experience. A participant wrote, “it helps you think about what you know and have learned through the video, making you actively recall and cement your learning right away.”

Split the lecture into small pieces. Prompting splits the knowledge to digest in a more fine-grained way. By forcing learners to stop and think at checkpoints, the amount of knowledge to absorb at once is reduced: “With prompts, the learning is broken down into stages and you have to think and reiterate what you’ve learned so far, which makes it easier to remember.”

Help grasp key concepts. Prompting helps learners to grasp the most important concepts of the lecture. Participants perceived the moment of prompting as important checkpoints, which makes learners think about the most important concepts they have learned so far. A participant pointed out, “Having a prompt helps to indicate exactly what the key concept was so you can take a moment and decide if you fully understand it.”

Provide interactivity. Prompting is an interactive activity. Participants said they enjoyed the interactivity and felt they have learned more. This sentiment is echoed by a participant: “I think prompts make videos more hands-on and interactive and deliver a more educational experience.”

Distract from the learning process. Prompting might break the flow of concentration. Forcing learners to respond to the questions even if they are following the lecture very well can lead to a negative learning experience. A participant noted, “it might cause you to lose focus on the material in the video by breaking your chain of thought because you are basically being interrupted.”

Provide no feedback on responses. Learners wish to receive feedback on their response to make sure that they properly respond to the questions. Without feedback, learners may be less motivated to respond to prompts. A participant commented, “there is no feedback so even if I answer the prompt question and I’m confident, I may be wrong.”

Cause anxiety. Some learners feel worried about giving inappropriate or inadequate responses. They feel the responses are being monitored, which makes learners frustrated when they struggle to come up with an appropriate response: “I felt frustrated that it appeared difficult for me to explain what I learned thus far.”

STUDY 2. EFFECTS OF DIFFERENT PROMPTING STRATEGIES

Study 2 investigated how different kinds of prompts might be perceived by learners, and collected quantitative measures of how learners perceived prompts.

We investigated two dimensions of prompting questions: the comprehension-experience orientation and the level of specificity. The comprehension-experience orientation represents which information the question seeks to reveal. Comprehension-centered questions (“Describe what you have learned so far”) asked learners to reflect on the contents of the lecture and their current comprehension. These questions promote self-explanation in learners, which previous research suggests could be beneficial for their learning [24, 5]. Responses to comprehension-centered questions allow instructors to identify how well learners are following the lecture. Experience-centered questions (“Describe something unsatisfying about the lecture so far”) reveal learning experiences during the lecture video. By directly asking what makes learners unsatisfied, instructors can collect actionable feedback on their instruction.

The level of specificity determines whether the prompting question refers directly to lecture content. General questions (“Describe something unsatisfying about the lecture so far”) do not refer to the content of the lecture. These questions
We recruited 200 participants on Amazon Mechanical Turk, paying $3.5 for a 35-minute long study. Participants’ mean age was 36.8 (SD = 11.5; min = 20; max = 72) with 102 male. For each subgroup by prompting strategy (Co-Sp, Co-Ge, Ex-Sp, Ex-Ge), the mean ages were 39.2, 36.1, 37.3, and 36.6, respectively.

In addition, we investigated whether perceptions of prompt types might vary based on learners’ prior knowledge of the video content. We investigated the following research questions.

- RQ2a. How does the effect of in-video prompting vary according to the kind of prompting strategy?
- RQ2b. How do learners with different levels of achievement perceive each prompting strategy?

Study Design
The study used a between-subjects design, where each student was randomly assigned to one of the four prompting strategies described in Table 1a. Each participant watched a lecture video from Khan Academy on “Population standard deviation”. We gave prompts at the beginning, middle, and end of the video. We denote each condition using four-letter codes; Co-Ge for comprehension-centered and general condition, Co-Sp for comprehension and specific, Ex-Ge for experience and general, and Ex-Sp for experience and specific.

To understand the differences between prompting strategies, we included quantitative measures of learners’ experiences. After watching the video, learners were asked to rate their agreement on a seven points scale with six statements about their experience. For example, a learner would be asked to rate on a scale from 1 (Strongly Disagree) to 7 (Strongly Agree) whether “Prompting helped me to pay attention to the lecture” (Q1). The six statements about experience with prompting are listed in Figure 2. These asked about the extent to which learners agreed or disagreed that prompting helped them pay attention to the video, understand, grasp the most important ideas, improve their experience. Participants said that they liked being able to leave comprehension-centered prompts in their learning, being asked about the contents of the lecture in depth irritated some learners. On the other hand, experience-centered prompts ask about participants’ subjective opinion regarding the lecture and therefore it can be thought to be less pressure for learners. Participants said that they liked being able to leave a subjective comment to the instructor and it made them feel involved in the lecture.

Although participants could take advantage of comprehension-centered prompts in their learning, being asked about the contents of the lecture in depth irritated some learners. On the other hand, experience-centered prompts ask about participants’ subjective opinion regarding the lecture and therefore it can be thought to be less pressure for learners. Our survey results show that, however, there is no such difference between comprehension-centered and experience-centered prompting strategies (Q6).

The effect of learners’ prior knowledge
The qualitative comments suggest that learners differ in their opinions about the value of prompting. To understand the effect of each prompting strategy for learners with unequal prior knowledge, we divided each group into two subgroups based on participants’ pretest scores and discovered how the experience differed for each subgroup. As the cut-off point to separate the two groups we used a score of 2 out of 6, the median pretest score of all participants. Table 3 shows the number of participants in each subgroup.

Figure 3a illustrates self-reported cognitive load of each group for four different prompting conditions. The high-score group perceived significantly less cognitive load under the general

Participants
We recruited 200 participants on Amazon Mechanical Turk, paying $3.5 for a 35-minute long study. Participants’ mean age was 36.8 (SD = 11.5; min = 20; max = 72) with 102 male. For each subgroup by prompting strategy (Co-Sp, Co-Ge, Ex-Sp, Ex-Ge), the mean ages were 39.2, 36.1, 37.3, and 36.6, respectively.
Figure 2: Participants’ self-reported learning experiences captured by responses to 6 survey questions (Q1-Q6). Bar graphs show the responses to each question for each of the four prompting strategies. Questions on the left column (Q1-Q4) address positive experiences while questions on the right column (Q5-Q6) address negative experiences. Error bar: +/- 1 standard error of the mean.

Table 3: The number of participants in each group and subgroup. Co-Sp: comprehension-centered and specific, Co-Ge: comprehension-centered and general, Ex-Sp: Experience-centered and specific, and Ex-Ge: experience-centered and general. High: participants with high pretest scores; Low: participants with low pretest scores.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>High</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-Sp</td>
<td>50</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>Co-Ge</td>
<td>50</td>
<td>21</td>
<td>29</td>
</tr>
<tr>
<td>Ex-Sp</td>
<td>50</td>
<td>23</td>
<td>27</td>
</tr>
<tr>
<td>Ex-Ge</td>
<td>50</td>
<td>31</td>
<td>19</td>
</tr>
</tbody>
</table>

However, study data collected from this experiment could provide alternative explanations for this result. First, a number of participants in the low-score group provided simple responses under general prompting conditions (e.g., “population standard deviation” for the prompt “Describe what you have learned so far”), leaving less chance of being wrong. In addition, with the experience-general prompts, many high-score participants mentioned it was hard for them to find unsatisfying points in the lecture, increasing their anxiety regarding their responses.

The result indicates that the high-score group and the low-score group perceived a different level of cognitive load and anxiety. The low-score group reported higher cognitive load than the high-score group and the differences were especially large for general prompting conditions. Regarding the level of anxiety, the low and high-score group behaved differently for the specific and general conditions.

LEARNER RESPONSES AS FEEDBACK TO INSTRUCTORS

We conducted a series of interviews with instructors and instructional designers to understand the usefulness of learner responses as feedback. Instructors and instructional designers are important stakeholders in in-video prompting, as they are the ones who author the prompts and potentially benefit from the collected learner responses. This section presents results from the interview study with instructors.
Procedure
We had 1-hour long interviews with instructors asking how useful the collected responses to in-video prompts from learners might be as feedback. We recruited 3 instructors who had experience in publishing lecture videos. Two instructors had published 8 hours and 10 hours of lecture video in total, respectively. The other instructor had led a flipped classroom for 8 semesters. After explaining the prompting strategies, we presented the learner responses as well as the corresponding questions collected in Study 2 and asked how they would make use of the responses as feedback. Instructors explored the learner responses for 10-15 minutes. After the exploration, we asked questions about using the responses as feedback.

Results
Specificity of learners’ responses. Instructors found that the collected responses are helpful as feedback because the responses were specific. They noted that asking questions in the middle of a video yields more specific responses. An instructor remarked, “If instructors ask for comments at the end of the lecture, it is hard for learners to give comments on specific points of the lecture because they are likely to have forgotten details.”

Needs for organizing learners’ comments. Instructors expressed needs for clustering the responses, based on criteria such as whether the comments are about visuals, pronunciation, or lack of information. An instructor said, “I thought it would be easier to read the comments if they were organized.”

Comprehension-centered vs. Experience-centered. Instructors responded that experience-centered questions yield more actionable feedback than comprehension-centered questions. The responses from experience-centered questions (e.g., “The instructor’s handwriting is a little bad”) tend to point out the problems on instructional delivery, but the responses from comprehension-centered questions (e.g., “The standard deviation is calculated by taking the square root of the variance.”) describe their comprehension. Instructors were not sure whether the responses from comprehension-centered questions reflect learners’ true level of comprehension. An instructor noted, “If learners’ responses are not good in comprehension-centered questions, it is hard to know whether the learner doesn’t know, or the learner is just tired.”

Instructors had different opinions on which questions help learning more. Two instructors said asking comprehension-centered questions is more helpful for learners because they promote reflection on the lecture while describing learning experience is not quite relevant to learning. One of the instructors said, “I think learners feel like unnecessarily responding to experience-centered questions, and feel like checking their understanding when they respond to comprehension-centered questions.” However, another instructor mentioned experience-centered questions help learning more: “I think experience-centered responses are going to inherently be more specific than comprehension-centered. […] When we are talking about learning a particular topic, it’s just going to be way more useful to talk about the thing that we can both see clearly between the two of us […] That’s going to be a more productive discussion than what’s going on inside my head.”

Specific vs. General. Instructors observed that different levels of specificity in prompts result in different types of feedback. For experience-centered questions, instructors said responses to general questions could serve as feedback on instruction delivery (e.g., “It was good, just a little slow”), such as the speed of speech, but responses to specific questions...
could serve as content-related feedback (e.g., “if the entire equation was done in meters, I would have a better and easier understanding of how it works”), such as the clarity of a particular explanation.

INSTRUCTIONAL DESIGNERS’ VIEW ON RESPONSES
To understand the usefulness of the responses as feedback from an educational point of view, we interviewed instructional designers.

Procedure
Similar to the interview study with instructors, we presented the responses as well as corresponding questions. Then we explained the prompting strategies and the instructional designers explored the responses. We conducted 1-hour long interviews with three instructional designers who are managing online courses on campus, including those on Coursera.

Results
Instructional designers commented that the responses could serve as feedback to instructors, identified problems in our current prompts, and suggested ways to improve the design of prompting strategies.

Feedback to instructors. Instructional designers said that the responses are useful as self-checklists for instructors, but to improve the lecture, the responses should be coupled with instructional design components that the instructor should consider in the lecture. Also, they remarked that high-level feedback such as comments on learning objectives and organization of presentations is more useful for instructors.

Importance of specific questions. Upon inspecting the current question prompts, instructional designers identified issues in the questions. They mentioned some questions were not concrete enough and too superficial to diagnose issues with the lecture. Designers suggested including more specific questions such as “Is the pitch of the instructor’s voice appropriate?”.

Mixing multiple prompting strategies. Instructional designers suggested using multiple prompting strategies even in a single video. They said asking experience-centered questions multiple times during a single lecture video could distract learners and damage the learning experience. Presenting experience-centered questions at the end and comprehension-centered questions in the middle of the video could be effective for both learners and instructors.

DISCUSSION
In this research, we attempt to understand the effect of in-video prompting, an under-explored yet complex topic. In-video prompting has potential to make video-based learning more interactive and even increase learning, while providing instructors with valuable data. Our goal is not to show that a particular prompting strategy is better than others or to conclude that prompting should be designed in a particular way for all videos, but rather (1) to contribute an in-depth understanding of differing perspectives on in-video prompting between learners, instructors, and instructional designers, and (2) to explore the design space of in-video prompting and the trade-offs involved. We discuss several issues in in-video prompting that involve handling trade-offs and making design decisions.

Trade-off Between Learners and Instructors
One observation from our studies was that learners and instructors might prefer different prompting strategies for different reason. Learners perceive comprehension-centered prompting as enjoyable, less interrupting, and helping them learn. However, instructors generally found that the responses from experience-centered questions to be more actionable, which makes it easy for instructors to figure out the points that need to be improved. With this trade-off in mind, prompting strategies should be carefully designed to maximize the benefits for both stakeholders.

One way to address the trade-off is to design a hybrid prompting strategy, in which multiple prompt types are presented to a learner while watching a video, as suggested by instructional designers we interviewed. However, several issues could arise. It might be the case that drawbacks of both prompt types could be observed. Moreover, presenting both prompt types makes learners respond to two different types of questions in a lecture video, which may increase their cognitive load. Further study is needed to determine whether and how this hybrid prompting strategy helps learners.

Trade-off Between Questions and Responses for Instructors
Designing specific prompts is more expensive than designing general prompts because specific prompts needs to be coupled with lecture content. For the responses, however, specific prompting tends to yield more specific responses, which instructors might find useful. Instructors should choose the level of specificity of the questions, but it is not a straightforward task. Also, specific questions could yield responses that are too narrow, which could compromise the diversity of responses.

It is important to balance the level of specificity to get diverse but insightful responses. One way to meet the balance is to design multiple specific questions. For example, we currently consider content-related specificity, but we also can consider instructional delivery-related specificity, such as the pace of lecture, the tone of voice, and the speed of speech. By considering multiple types of specificity in parallel in their prompt design, instructors could potentially receive diverse and specific responses.

Learner Feedback from Multiple Points of View
Through the interviews, we observed that the meaning of useful feedback is different between instructors and instructional designers. Instructors found it useful to get actionable feedback, whereas instructional designers found it useful to get more high-level feedback.

This leads us to think about what good feedback is for instructors and instructional designers. We demonstrated how collecting actionable comments from learners is possible, but making sense of them, finding patterns in them, and deriving high-level points require extra work. Future work could investigate collecting and processing the responses of learners to generate more high-level, aggregate feedback to instructors.
Exploring the Design Space of In-video Prompting

It is hard to say that one prompting strategy always outperforms another. As discussed above, there is a trade-off along the dimensions of prompting strategies for different stakeholders. However, there still remains much room for improvement in designing effective prompts.

The effects of in-video prompting highly depend on (1) who the learners are, (2) how difficult or well-structured the video is, and (3) what the prompts ask about. For example, as we observed in our study with crowd workers, prompting for negative feedback will generate only meager responses if the video is already well-structured, while learners may have a hard time writing their response. Likewise, requiring too detailed knowledge in in-video prompting may frustrate low-performing learners, who are already prone to drop out. In an online learning environment, where thousands of videos meet millions of learners, thoughtfully designed and adjusted in-video prompting has potential to provide significant benefits to both learners and instructors. Future work could explore the feasibility of dynamically adjusting the prompting strategy for each video (content-specific), or generating a personalized prompt plan based on learners’ course interaction (learner-specific).

LIMITATIONS AND FUTURE WORK

This work aims to provide guidance to instructors and researchers about how learners perceive in-video prompts, and when it might be worth including them, and in what form. Due to the exploratory nature of this work, however, it leaves several points unanswered.

We did not investigate how in-video prompting affects learning outcomes since our goal is not to yield a clear conclusion about how effective in-video prompting is. As research shows that reflective prompting could yield learning gains [5, 24], future work could address the relationship between prompting strategies and learning outcomes.

This paper only covers a subset of dimensions in designing prompting strategies: comprehension-experience orientation and the level of specificity. For the prompt positions in our studies, the rationale followed the affordance of time-anchored video prompting; the positioning of reflective prompts afford different levels of specificity, e.g., a prompt at the end of a video could ask to reflect more generally, whereas a prompt in the middle could refer to the specific concept just covered. We recognize that there might be other important design factors not addressed in this work. Future work could address other dimensions such as frequency of prompting and mode of learner responses.

We collected responses from crowd workers, which could bias results, e.g., due to selection bias or non-representativeness. It is not clear whether our findings might generalize to learners in online learning platforms. Moreover, the crowd workers responded to all the prompting questions partly because of monetary reward. Future work should perform a deployment study to test the effect of in-video prompting in real-world educational settings.

Designing personalized prompting strategies could be an interesting future work. By leveraging learners’ data, we could choose the most beneficial prompting strategies. For example, if the learner is already good at the subject covered by the lecture, the instructor could provide prompting with more challenging questions.

Future work could also investigate the design of the instructor dashboard. Interview results suggest that instructors have needs for efficiently organizing and exploring the collected learner responses to easily grasp the overall perception of comments. Automatically organizing, aggregating, and visualizing learner responses could be an interesting future direction to explore.

CONCLUSION

This paper investigated the effects of in-video prompting on both learners and instructors. In-video prompting enables instructors to collect specific comments from learners. To understand how in-video prompting affects the learning experience, we conducted two studies with crowd workers. Results showed that different prompting strategies have different effects on the learning experience. Learners perceive that learning-centered questions are less interrupting, more enjoyable, and more helpful for learning. Interviews with instructors revealed that in-video prompting gives specific comments to them and that responses from experience-centered questions are more actionable. Instructional designers emphasized the importance of coupling question design with instructional design components for more useful feedback.
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